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Abstract 

This dissertation was written as a part of the MSc in Data Science at the International 

Hellenic University, by student Michail Vlachos – Giovanopoulos under the supervision 

of Prof. Christos Tjortjis. 

The rapid growth of social media has significantly increased the value of social media 

data. Social media platforms have inserted in people’s everyday lives, giving analysts the 

opportunity to analyze the information and use them to make future predictions for events 

like cryptocurrency prices, stock market movements, and many more. This project aims 

at collecting Twitter data about cryptocurrencies, and specifically about Bitcoin, 

Ethereum, and Dogecoin, conduct sentiment analysis, and perform price predictions 

based on the sentiment scores. After examining the results of the correlation analysis, it 

was decided to gather tweets volume and volume of transactions for a longer period, 

which finally produced very good results. Various machine learning techniques were used 

in order to further improve the predictions. Finally, the best forecasts were achieved with 

91.5%, 93.3%, and 83.6% R-Squared for Bitcoin, Ethereum, and Dogecoin respectively, 

accompanied by 0.5%, 0.3%, and 0.4% Mean Squared Error for each of the three crypto-

currencies respectively.    
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mentoring and for giving me the opportunity to work with him on a very interesting and 
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practical part of the dissertation. 
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1 Introduction 

The first chapter is going to introduce the challenge of the project. First, the fundamentals 

of Cryptocurrencies are going to be presented, and then the reasons why Social Media 

Analytics are the ideal tool to perform forecasting of their prices. Finally, it will be ex-

plained why Twitter is the best option for this purpose. 

1.1 The Problem 

Cryptocurrency price forecasting can give a significant boost to cryptocurrency investors 

for making proper investment decisions in order to achieve higher profits, while it can 

also support financial researchers for studying cryptocurrency markets behavior. Crypto-

currency price prediction can be considered as a common type of time series problems, 

such as stock price prediction [1]. 

As it will be explained in the next section, there are high fluctuations observed in the 

cryptocurrencies’ prices over short time. This intense instability in the value of crypto-

currencies signifies that both people who have in mind to use them as actual currencies, 

and investors, can not be assured. This can be attributed to the fact that cryptocurrencies 

are a relatively new form of money and the actual reason for these large fluctuations is 

still an area of debate [2]. The inevitable fragility of decentralized systems based on 

blockchain technology might also play a significant role in these fluctuations [3]. Another 

opinion states that this high volatility has to do with people’s perception, and bearing in 

mind that cryptocurrency values do not behave like actual currencies, the prediction is 

really difficult [2], [4]. 

1.2 Cryptocurrency 

Cryptocurrency is an alternative, virtual or digital form of money, that can be exchanged 

online for goods and services, and is based on the principles of cryptography for the net-

work’s assurance, the control of the creation of additional assets, and the verification of 

the coins’ transfer [5]. In more details, cryptocurrencies use a decentralized technology 

called blockchain, which is a public digital ledger of transactions that records information 
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in a way that makes it difficult to hack or alter [5]–[7]. The first decentralized cryptocur-

rency, Bitcoin, was released in 2009 by Satoshi Nakamoto, as open-source software [5], 

[8]. This event draw the attention and evoked the creation of more than 10,000 altcoins 

(alternative cryptocurrencies) by December 2021 [9]. Now, the most important crypto-

currencies are Bitcoin (BTC), Ethereum (ETH), Litecoin (LTC) and Cardano (ADA).  

The world of the cryptocurrencies has grown exponentially the last years, with their total 

market capitalization being over $2 trillion, where Bitcoin occupies a percentage of ap-

proximately 40%, Ethereum 21%, Litecoin around 0.5% and Cardano almost 2% [10]. 

Considering their massive value in the market, these currencies attract not only people 

who look at them as investment opportunities, but also those who consider them as actual 

currencies.  As a consequence, there are huge fluctuations in cryptocurrencies’ prices over 

short time [5]. For instance, the price of Bitcoin climbed from $6,483 in March 2020, to 

$58,734 in March 2021, an increase of more than 800%, while the value of Ethereum 

recorded a rise of almost 1,020% from $384 in October 2020, to $4,298 in October 2021 

[11], [12]. Similarly, Litecoin’s value dropped almost 87%, from $238 in December 2017, 

to $31 one year later, while the price of Cardano decreased more than 50% in 2 months, 

from $2.15 in May 2021, to $1.05 in July 2021 [13], [14]. 

This intense instability in the value of cryptocurrencies signifies that both people who 

have in mind to use them as actual currencies, and investors, can not be assured [5]. This 

can be attributed to the fact that cryptocurrencies are a relatively new form of money and 

the actual reason for these large fluctuations is still an area of debate [2]. The inevitable 

fragility of decentralized systems based on blockchain technology might play a signifi-

cant role [3]. Another opinion states that this high volatility has to do with people’s per-

ception, and bearing in mind that cryptocurrency values do not behave like actual curren-

cies, the prediction is really difficult [3], [5]. 

1.3 Social Media Analytics as a Forecasting Tool 

The development of the World Wide Web (www) has created the social media platforms, 

which have become a main part of people’s daily routine [15]. These technologies allow 

people to communicate and express themselves by sharing and exchanging information 

and ideas, through texts, photos and videos [16]. The most popular social media sites such 

as Twitter, Instagram, Facebook and LinkedIn have millions (even billions, some of 

them) of monthly active users all over the world . Therefore, there is a vast amount of 
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data generated every day, which is easily accessible and can be referred to as Social Media 

Data [15]. 

Social media data can be helpful and exploited in various ways, and because of that, many 

companies focus on social media in order to gain insights and make the most of it. More 

particularly, data retrieved from social media platforms hide unique information about 

customers’ habits, interests and their experiences, opinions about the company and its 

products, pricings, reviews, and more [16], [17]. Alternatively, it would cost businesses 

more to gain this knowledge using traditional methods [18]. In general, if social media 

data are processed and analyzed correctly, they can be really valuable and useful for the 

company in various ways, such as in deciding about future moves and improvements, and 

in stock market or cryptocurrency price prediction. 

1.4 Why Twitter 

Twitter is one of the most popular social media networks, with around 400 million users 

and more than 200 million daily active users [19]. What distinguishes it from other social 

media platforms such as Facebook, Instagram, LinkedIn, is the fact that it has the most 

textual context, which makes it the best choice to perform analysis based on text, like 

sentiment analysis. Other social media networks contain images which can also be ana-

lyzed, but text is much easier and more accurate [20]. People post on social media to 

express themselves about various issues. Hence, if someone wants to make a statement 

about a serious topic, it is more likely to post on Twitter rather than other social media 

[21]. 

As for the technical aspect, Twitter offers users the ability to create a developer account 

and use the API services that enable for easy data gathering. Twitter pays much attention 

to privacy and security, however, tweets can be downloaded by making simple requests 

to the API [21]. More details about the data gathering will be presented in following 

chapter. 

1.5 Dissertation Objectives 

The first objective of this dissertation is to gather Twitter data for a three month period, 

from September 15, 2021 until December 15, 2021, and conduct a sentiment analysis to 

explore and analyze the public opinion about three particular cryptocurrencies. Then, it 

will be examined to what extent the public sentiment affects their prices, and based on 
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that, try to forecast the cryptocurrencies’ prices. The final objective is the attempt to im-

prove the performance of the predictions, compared to the ones of the literature.
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2 Background 

The following section encompasses a few background information about the tools and 

methodologies that were used and aim at assisting in understanding the practical part of 

the dissertation. 

2.1 Twitter 

As already explained in the previous chapter, Twitter offers easy data gathering, which 

can be achieved with python libraries, either with or without using Twitter API, as pre-

sented below. 

2.1.1 Twint library 

Twint is an advanced, open-source Twitter scraping tool that enables tweets retrieval from 

Twitter profiles without using Twitter’s API. Users can choose to scrape tweets by filter-

ing for search word, date (not more than 7 days old), username, minimum number of 

likes, retweets, or followers, etc. Since twint does not require any authentication from 

Twitter, the initial setup can be done quickly, with only prerequisite a Python IDE. Some 

more benefits are the fact that Twitter API’s limitations do not apply to this tool, so almost 

all tweets can be fetched, and it can be used incognito without Twitter sign up [22]. 

2.1.2 Twitter’s Search API 

Twitter’s Search API, which is part of Twitter’s REST API, is a powerful tool that gives 

access to recent tweets with the help of queries, and behaves in a similar way like the 

Search feature of Twitter’s mobile or web version [23]. The retrieved data will belong to 

the last 7 days and will comprise only a segment of the tweets published during this pe-

riod. The standard Search API does not focus on completeness, but in relevance. Hence, 

some tweets and users will not be part of the results, unless somebody chooses the pre-

mium or enterprise Search APIs. Furthermore, one serious drawback of Twitters’ API is 

the rate limit, which allows users to make up to 900 requests per 15 minutes [24]. 
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2.1.3 Tweepy library 

In contrary to Twint, Tweepy interacts with Twitter through Twitter’s Search API. 

Tweepy is also a non-proprietary Python library which supports both OAuth 1a (applica-

tion-user) and OAuth 2 (application-only) authentication [25]. The main difference be-

tween these two is that in OAuth 2 an application makes API requests without the user 

context, and this method of authentication is used in cases of read-only access to public 

information. In both methods, the first to be done is apply -free of charge- for a Twitter 

Developer License, which may take a day or two to get approval, and obtain credentials. 

Once obtained consumer keys and access tokens, one is ready to use them and access 

Twitter API. 

2.2 MySQL and PHPMyAdmin 

MySQL is a free, easy to use relational database management system based on Structured 

Query Language, that offers various advantages [26]. Some of its advantages are that it 

offers security through a solid data security layer, it is easily scalable and can deal with 

big amounts of data, and it owns a unique storage engine architecture which makes it 

more reliable, faster and cheaper. 

PHPMyAdmin is a free software tool written in PHP, for the purpose of administrating 

MySQL over the Web [27]. It has become the most popular application for MySQL da-

tabase management. Users can perform various operations not only via user interface, but 

also by executing SQL statements, operations such as creating, updating, dropping, alter-

ing, deleting, importing and exporting MySQL database tables [28].  

2.3 Sentiment Analysis 

As already mentioned, Internet has significantly evolved the last few decades, and has 

greatly changed peoples’ lives and everyday habits [21]. Using the internet, people can 

easily communicate, read reviews about products and services, and make purchases. After 

the completion of their actions, people have the need to share their experience and opinion 

with their virtual friends. That is why there are many online forums and most websites 

offer comment sections. However, the most common way of expressing their feelings is 

by posting on their preferred social media platforms. This fast-growing amount of data is 

really valuable for businesses that analyze the public opinion about a particular subject. 

Some topics, such as new products, services and, in this case, cryptocurrencies, are really 
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attractive and awaken great interest for gathering feedback and analyzing how the public 

feels and reacts. 

In the past, a company could simply inform people through an advertisement who they 

are and what they sell, and gain people’s interest by telling them how precious their prod-

ucts or services are. However, this does not apply anymore. Nowadays, it is not a matter 

of what the company says about the product, but what customers tell each other that it is 

[29]. As a result, public opinion can have an extreme effect on the brand or, in general, 

on the topic of analysis. 

Sentiment analysis, also known as opinion mining or emotion AI, is the use of Natural 

Language Processing (NLP) to identify, extract and study affective states and subjective 

information [30]. In other words, it is the process of determining whether the text is pos-

itive, negative or neutral [31]. The categorization of the semantic orientation of a text 

segment in one of these three classes is the process of polarization [16]. Sentiment anal-

ysis is generally considered a classification problem. One of it’s main challenges is that 

people express and interpret sentiment polarity in different ways. Also, a particular word 

can have different meanings in different sentences based on the context, which is known 

as polysemy [32]. There are two main approaches that analysts use to deal with this prob-

lem: 

• Rule-Based Approach: In rule-based sentiment analysis algorithms, the algorithm 

calculates the sentiment score from a set of manually created rules [33]. For in-

stance, the analyst is going to label words like “bad”, “horrible”, “boring” as neg-

ative, and words like “excellent”, “nice”, “awesome” as positive. Human judge-

ment is crucial here since the rules that they are going to define will determine the 

polarity of the input data. 

• Machine Learning Approach:  The classifier uses a training dataset with already 

labeled data as positive or negative, to get trained, and then classifies the test data 

[20]. Consequently, the human factor is less important in this approach. 

2.3.1 TextBlob 

TextBlob is a python library (part of NLTK library) for textual data processing. It offers 

API access to various NLP tasks such as sentiment analysis, part-of-speech tagging and 

classification. In the context of sentiment analysis, this sentiment analyzer uses lexicons 

with already scored words, and returns two properties for a sentence [34], [35]: 
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• Polarity, which lies between -1 and 1, and indicates negative and positive senti-

ments respectively. 

• Subjectivity, which lies in between 0 and 1, and is assigned based on personal 

opinion, emotion or judgment. 

2.3.2 Vader 

Valance Aware Dictionary for sEntiment Reasoning is another popular python library 

(also part of NLTK library) which operates also as a rule-based sentiment analyzer. It 

calculates the sentiment of the text based on a set of lexical features which are already 

classified as positive or negative depending on their semantic orientation. Vader senti-

ment analyzer returns four scores [34], [36]: 

• the probability of a given sentence to be positive, negative, and neutral. These 

three probabilities will add up to 100%, and 

• the Compound Score which is a metric that calculates the sum of all the lexicon 

ratings that have been normalized between -1 (most extreme negative) and +1 

(most extreme positive) 

o  Positive sentiment: compound score >= 0.05. 

o Neutral sentiment: compound score  > -0.05 and compound score <0.05. 

o Negative sentiment: compound score <= -0.05. 

2.4 Machine Learning 

Machine Learning is an application of Artificial Intelligence (AI) that enables systems to 

automatically learn from data. The aim is to explore patterns in the data and utilize them 

for better future decisions, by making the appropriate actions autonomously [37]. There 

are two main categories of machine learning algorithms: 

• Supervised learning, which refers to utilizing already labeled data to train the al-

gorithm and predict future events [37]. There is also the possibility to have a com-

parison between the actual and the predicted values, in order to indicate errors and 

make the appropriate modifications on the model to improve the performance. 

Based on the numerical type of the output, the problems are categorized into Re-

gression and Classification problems. Regression refers to predicting a real or 

continuous value, e.g. stock market prediction, while Classification is used to pre-

dict a discrete class label, e.g. loan eligibility (yes or no) [38]. 
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• Unsupervised learning, which deals with unlabeled data aiming to discover pre-

viously unknown patterns and information [38], [39]. It provides users the ability 

to perform more complex processing tasks than supervised learning, and simplify 

a dataset to allow for easier supervised learning. Two fundamental subcategories 

of unsupervised learning are dimensionality reduction and clustering, which re-

duce the dimensions of the input data, and determine a small dataset sufficiently 

describing the initial one, in order to represent it, respectively. 

2.4.1 Algorithms 

Machine Learning Algorithms are the means for turning a dataset into a model. The best 

choice of algorithm depends on the kind of problem, the computer resources, and the 

nature of the data. The algorithms that were used in the literature and in this project are 

going to be presented below [40]. 

2.4.1.1 Linear Regression – Multiple Linear Regression (MLR) 

Linear Regression is used to predict continuous or real variables and shows the relation-

ship between the independent variable (X-axis) and the dependent variable (Y-axis). The 

linear regression is called simple linear regression if there is a single input variable (x), 

and multiple linear regression if there are more than one input variables [41]. 

2.4.1.2 Polynomial Regression 

In Polynomial Regression, the relationship between the independent variable x and the 

dependent variable y is described as an nth degree polynomial in x. This type of regression 

describes the fitting of a nonlinear relationship between the value of x and the conditional 

mean of y [42]. 

2.4.1.3 Recurrent Neural Network (RNN) 

A Recurrent Neural Network is a type of artificial neural network that uses sequential 

data or time series data to learn. What differentiates it is its memory, as it uses information 

from prior inputs to influence the current input and output. The output of RNN depend 

on the prior elements within the sequence. Some of the applications of recurrent neural 

networks are natural language processing (nlp), language translation, and speech recog-

nition [43]. 
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2.4.1.4 Long Short-Term Memory (LSTM) 

Long Short Term Memory Network is an advanced RNN that enables information to re-

main. It remembers the previous information and uses it to process the current input. 

LSTMs are devised in a way to stay away from long-term dependency problems, as they 

are not able to remember long-term dependencies [44]. 

2.4.1.5 Extreme Gradient Boosting (XGBoost) 

XGBoost is a decision tree-based ensemble machine learning algorithm that uses a gradi-

ent boosting framework. Decision Tree is mostly preferred in classification problems, and 

it is a tree-structured classifier, where internal nodes represent the features of a dataset, 

branches represent the decision rules, and each leaf node represents the outcome. Gradi-

ent boosting is a type of machine learning boosting which relies on the intuition that the 

best possible next model minimizes the overall forecast error when combined with previ-

ous models. In prediction tasks with unstructured data (images, text, etc.) artificial neural 

networks achieve better results than all other algorithms or frameworks [45]–[47]. 

2.4.1.6 Multilayer Perceptron (MLP) 

Multilayer Perceptron is a complement of feed forward neural network. It comprises 

three types of layers, the input, output and hidden layer. The input layer is responsible for 

receiving the input signal to be processed. The output layer takes care of performing the 

required task such as prediction and classification. In between of these two layers, there 

is a random number of hidden layers which define the computational engine of the MLP. 

The direction of the data is from input to output layer, similar to a feed forward network. 

The neurons in the MLP are trained with the back propagation learning algorithm, which 

allows the multilayer perceptron to iteratively adjust the weights in the network, by aim-

ing to minimize the cost function. Multilayer perceptrons are devised in a way to estimate 

any continuous function and can deal with not linearly divisible problems. The most com-

mon applications of MLP are pattern classification, recognition, prediction and approxi-

mation [48], [49]. 

2.4.1.7 Support Vector Regression (SVR) 

Support Vector Regression is a supervised learning algorithm used for discrete values 

prediction. The straight line that is required to fit the data is referred to as hyperplane. 

SVR tries to fit the best line within a threshold value, unlike other regression models that 
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try to minimize the error among the actual and the predicted value. The threshold value 

is the distance between the hyperplane and the boundary line. The fit time complexity of 

SVR is more than quadratic with the number of samples which makes it hard to scale to 

datasets with more than a couple of 10000 samples. For large datasets, Linear SVR or 

SGD Regressor is used. Linear SVR achieves quicker implementation than SVR but takes 

into account only the linear kernel. The SVR’s model relies only on a portion of the train-

ing data, because the cost function does not consider samples whose prediction is close 

to their target [50]. 

2.4.2 Autoregressive Integrated Moving Average (ARIMA) 

An ARIMA model is used for forecasting time series data and is generally denoted as 

ARIMA (p, d, q), where p is the order of autoregressive model, d is the degree of differ-

encing, and q is the order of moving-average model. It uses differencing to convert a non-

stationary time series into a stationary one, and the predict future values from historical 

data. Such models use autocorrelations and moving averages over residual errors in the 

data to forecast future values [51]. 

2.4.3 Evaluation Metrics 

Evaluation metrics explain the performance of a model. A common question is “how 

accurate are the results?” which refers only to classification, not regression. The perfor-

mance of a regression model has to be calculated in terms of an error in the predictions. 

The most common error metrics are Mean Squared Error (MSE), Root Mean Squared 

Error (RMSE), and Mean Average Error (MAE) [52]. MSE represents the average of the 

squared difference among the actual and predicted values in the dataset [53]. In other 

words, it measures the variance of the residuals. RMSE is the square root of MSE and 

measures the standard deviation of the residuals. MAE represents the average of the ab-

solute difference among the original and predicted values in the dataset. It measures the 

average of the residuals in the dataset. Moreover, R Squared explains how well the inde-

pendent variables in the linear regression model explain the variability in the dependent 

variable. It is similar to accuracy for classification. However, for comparing the accuracy 

among different linear regression models, RMSE is a better choice than R Squared. 

Another metric that was used in the project is Maximum Error (ME), which indicates the 

absolute value of the most significant difference between a predicted variable and its real 

value [54]. 
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2.4.4 Normalization – MinMaxScaler 

When dealing with real data, a common issue is that the values are of different scales. 

Unscaled input variables can result in a slow or unstable learning process, whereas un-

scaled target variables on regression problems can result in exploding gradients causing 

the learning process to fail. 

Normalization is a rescaling of the data from the original range so that all values are 

within the same range (usually between 0 and 1). MinMaxScaler is an object of python’s 

scikit-learn library, that normalizes a value as follows: 

y = (x – min) / (max – min) 

where the minimum and maximum values pertain to the value x being normalized [55]. 

2.4.5 Pearson’s Correlation Coefficient 

Correlation coefficients are used to indicate how strong a relationship is between two 

different variables. There are several types of correlation coefficients, of whom the most 

popular is Pearson’s [56]. Pearson’s correlation (also called Pearson’s R) is known as 

the best method of measuring the association between variables, as it is based on the 

method of covariance [57]. The covariance method assumes that the returns will be nor-

mally distributed around the mean of a normal or bell-shaped probability distribution 

[58]. 

Correlation coefficients have the following properties [57]: 

• They can take values from -1 to +1. 

• The absolute value of the indicator refers to the strength of the relationship. 

• The sign refers to the direction of the relationship (positive or negative). 

• If the value is near ±1, there is perfect correlation, which means that if one var-

iable increases, the other variable will also increase, if the correlation is positive, 

or decrease, if the correlation is negative. 

• If the value ranges between ±0.5 and ±1, there is strong correlation. 

• If the value ranges between ±0.3 and ±0.49, there is medium correlation. 

• If the value is less than ±0.29, there is small correlation. 

• If the value is zero, there is no correlation. 
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3 Literature Review 

In this section, a review of the most relevant researches that have been conducted on the 

same problem will be presented. Cryptocurrency price prediction with predictive social 

media analytics is a relatively new idea and has gained a lot of attention since more people 

are interested in cryptocurrency trading, and more data are available on the web. The 

approaches are going to be examined and the findings and results of the following papers 

are going to be described: 

1. Cryptocurrency Price Prediction Using Tweet Volumes and Sentiment Anal-

ysis  

2. Short-Term Bitcoin Price Fluctuation Prediction Using Social Media and Web 

Search Data  

3. Sentiment-Based Prediction of Alternative Cryptocurrency Price Fluctuations 

Using Gradient Boosting Tree Model  

3.1 Cryptocurrency Price Prediction Using Tweet 
Volumes and Sentiment Analysis 

A research attempt for cryptocurrency price prediction considered tweet volumes and 

sentiment analysis [2]. The main goal was to collect tweets and google trends data refer-

ring to the two largest cryptocurrencies and try to predict changes in their prices. Bitcoin’s 

and Ethereum’s market capitalization in 2018 was more than $160 billion, and both cryp-

tocurrencies had experienced large price fluctuations. More particularly, what they 

wanted is to find out if a relationship between Twitter sentiment and cryptocurrency price 

changes could be determined. 

In order to collect the data, the authors used Twitter’s API and Google Trends to retrieve 

tweets and Google search data respectively.  

On one hand, Tweepy, a Python library, is used to get access to Twitter API and collect 

the data. This tool enables the user to filter their search based on hashtags or words. In 

this case, the selected search terms were “#bitcoin” and “#ethereum”, referring only to 
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English tweets. The script used was scheduled to run for 2 months, every 15 minutes and 

collect 1,500 tweets each time. So the final dataset consisted of 30,420,063 tweets. 

On the other hand, Google gives access to search data through Google Trends. Google is 

the most popular search engine which is used for more than 74% of all web searches, so, 

beyond a doubt, Google search data can be really valuable by providing information about 

what people are interested in, and how interested they are in specific topics. These data 

provided by Google, are not search volumes, but a search volume index (SVI). The SVI 

is determined by the division of each data point, by the total searches within a geographic 

region and time range. Then, the numbers will be scaled between 0 and 100 on a search 

term’s proportion to all searches on all topics. In case that the query refers to trends data 

for a period longer than 3 months, then the search volume indices are summed at a weekly 

level. In order to weigh up these SVIs, the technique explained by Erik Johansson has 

been used. So, firstly all the daily SVI data were collected in 90 day increments and com-

bined into a single increment for the entire time period analyzed. Then the weekly SVI 

were calculated by sorting the data for the same time span, combined at a weekly level. 

Thirdly, when the dates overlapped, the weekly SVI were divided with the daily SVI, in 

order to define an adjustment factor. Finally, the daily SVI values were multiplied by the 

adjustment factor. It is worth mentioning that in instances when the SVI was less than 1, 

Google Trends did not give any information about the specific value, it just returned “< 

1”. So, the authors decided to replace it with 0.5, which is the halfway value, in order to 

enable an adjustment calculation. 

As in the case of tweets retrieval, the selected search terms were “bitcoin” and 

“ethereum”, which were the least ambiguous ones, compared for instance to their abbre-

viations, “BTC” and “ETH” respectively. 

As regards the Tweet Volume, Twitter’s API which was used by the writers to retrieve 

tweets through Tweepy, sets a limit of 1,500 tweets that can be collected per instance. 

Consequently, they weren’t able to know the total number of tweets about their search 

terms for a given day, so they made use of www.bitinfocharts.com, which gave them the 

daily total number of tweets for free. 

The last step before the data analysis, was Tweets cleaning. Tweets contain characters 

that are not useful for a sentiment analysis. For the purpose of preprocessing they used 

readily available packages and regular expressions. So, all the words came in the correct 
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form, and the regular expressions removed hashtags, quotes, question marks and https 

links.  

When it comes to the sentiment analysis, VADER (Valence Aware Dictionary for sEnti-

ment Reasoning) sentiment analysis was used. VADER analysis measures both subjec-

tivity and polarity. It turned out that only half of the tweets had any objective VADER 

score, while all the others were neutral, as shown in Figure 1 for Bitcoin, and in Figure 2 for 

Ethereum. 

 

 

Figure 1. Bitcoin percent of objective (having a positive or negative sentiment) versus neutral tweets. 

 

 

Figure 2. Ethereum percent of objective (having a positive or negative sentiment)  versus neutral 

tweets. 
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Figure 3 and Figure 4 show that based on VADER sentiment analysis, tweets were more 

neutral than objective. 

 

Figure 3. Bitcoin objectivity distribution. 

 

 

Figure 4. Ethereum objectivity distribution. 

 

The authors still believed that despite the fact that half of the tweets had a neutral senti-

ment, it was still possible that the positive or negative sentiment of the remaining tweets 

could give important insights to the model if there was a correlation between sentiment 

and price changes. In Figure 5 and Figure 6 it can be observed that despite the price fluctu-

ations, the tweet sentiment does not change (only one day the sentiment became negative 

for Bitcoin, not a single day for Ethereum). 
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Figure 5. Bitcoin price change and Daily Average Tweet Polarity by date. 

 

 

Figure 6. Ethereum price change and Daily Average Tweet Polarity by date. 

Consequently, the sentiment analysis was not used  in the model. 

As regards the correlation between Google Trends search data and cryptocurrency price 

changes, the writers decided to use the “Pearson R” and the “p-value” metrics. The Pear-

son R is 0.817, which means that the price is positively correlated with Google Trends 

data, with a p-value of 0.000, which means that the result is statistically significant. 

When it comes to Tweet Volume and Cryptocurrency Prices, the analysis showed up that 

the sentiment of the tweets remained positive even when the price decreased. However, 

this could be attributed to the fact that people who still post on Twitter are interested in 
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cryptocurrencies for other reasons, such as privacy, when prices decrease. Given that the 

number of users tweeting about cryptocurrencies may fluctuate with prices, it could be 

agreed that tweet volume would be a more reliable indicator than sentiment. 

Finally, out of the three model inputs, tweets’ sentiment proved to be unreliable when 

cryptocurrency prices decreased, therefore Google Trends and tweet volume were se-

lected, which displayed a high correlation with price. 80% of the data were split into 

training set, and the remaining 20% were used for testing the model. As the machine 

learning algorithm, multiple linear regression was used. 

As it can be observed in Figure 7 and Figure 8, the authors managed to show that search 

volume index and tweet volume are highly correlated with cryptocurrency prices in both 

cases, when the prices increase and decrease. Through multiple linear regression they 

accurately predicted price changes for Bitcoin.  

 

Figure 7. Model fit shown as actual price for Bitcoin, training data shown by green dots, and test results 

as red dots. 
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Figure 8. Bitcoin regression fit shown as estimated price on the y-axis and actual price on the x-axis. 

Green dots are training data. Red dots are testing results. 

Finally, the challenges that this paper introduced are using more complex models to 

examine if there would be further improved results, and checking if these findings are 

still present in varying pricing situations. 

3.2 Short-Term Bitcoin Price Fluctuation Prediction 
Using Social Media and Web Search Data 

In 2019, Aditi Mittal, Vipasha Dhiman, Ashi Singh and Chandra Prakash from the De-

partment of Information Technology of the Indira Gandhi Delhi Technical University for 

Women in India, published a paper about “Short-Term Bitcoin Price Fluctuation Predic-

tion Using Social Media and Web Search Data” [59]. Their purpose was to discover a 

relationship between Bitcoin price and Twitter and Google search data, and predict price 

fluctuations. Bitcoin was the most prosperous cryptocurrency with most of the 4 million 

cryptocurrency users using it, back in 2017, either as a currency, or as investment. They 

alleged that with the use of machine learning they would be able to predict the fluctuations 

of Bitcoin prices and help people do the correct moves for their investments. 

In order to achieve this, they tried various machine learning approaches, such as Linear 

Regression, Polynomial Regression, Recurrent Neural Network (RNN) and Long Short-

Term Memory (LSTM). 

First of all, Bitcoin data were gathered from bitcoincharts for the period from 9 April 

2014 until 7 January 2019. The dataset that was created consisted of three features, 

Timestamp, Weighted Price and Volume of Transactions. Every row contained data for 
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every minute, and after the appropriate calculations on the price, they finally had the av-

erage value for each day. 

Afterwards tweets were retrieved by using Tweepy, a Python library, to gain access to 

Twitter API, from 16 December 2017 until 20 February 2019. The selected search term 

was the hashtag “#bitcoin”, while retweets and non-English tweets were excluded. At the 

end of the tweet extraction, the dataset was made up of approximately 7.5 million records 

described by the ID, the Timestamp and the Text. At this point, the dataset needed some 

preprocessing tasks, such as similar patterns discovery, and removal of hashtags, links, 

emoticons and capital letters, which were accomplished through Python’s preprocessing 

packages and regular expressions. Moreover, the tweets were classified as positive with 

a compound score larger than 0.05, negative with a score less than -0.05, or neutral oth-

erwise, based on VADER. 

Next, the authors collected the number of tweets concerning Bitcoin posted daily, through 

www.bitinfocharts.com. So, the Tweet Volume’s dataset contained 1735 records refer-

ring to the same time period as the collected tweets. 

The final step of the data collection was to gather Google Trend Data for the same period. 

Google makes search data available in the form of Search Volume Index (SVI), but not 

for a period longer than three months. In such a case, the data returned were in a monthly 

basis and some further processing was required based on Erik Johansson approach. First 

of all, the SVI data were collected in 90-day segments and then added all together. Sec-

ondly, the monthly SVI was computed by lining up the data for the same period, aggre-

gated at a monthly level. Then, an adjustment factor was defined for the overlapping days, 

with the division of the monthly with the daily SVI. Finally, the adjustment factor was 

multiplied with the daily SVI.  

With respect to the machine learning approaches, as already mentioned, various algo-

rithms were applied for the purpose of discovering a relationship between Bitcoin price 

and Twitter and Google search data. 

The authors first applied Linear Regression (as shown in 1) to model the linear relation-

ship between Bitcoin price and Tweet sentiment, Google Trends, and Tweet Volume, and 

make predictions. 70% of the dataset was used for training and the remaining 30% for 

testing the model.  

Y = A0 + A1x                                                          (1) 

http://www.bitinfocharts.com/
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Table 1 displays the R2 Score and the Pearson R correlation coefficient for the three inputs 

of the model. Based on these results, it turned out that Google Trends SVI and Tweet 

Volume are strongly correlated with Bitcoin price, with Pearson R-value as 0.79 and 0.74, 

and R2 Score as 0.755 and 0.69 respectively. On the contrary, it was proven that Tweet 

Sentiments have a poor relationship with Bitcoin price, with Pearson R-value as -0.3 and 

R2 Score as 0.049, by applying VADER sentiment analysis to get the sentiments polarity, 

and cross validation with 70% training and 30% testing sets on the dataset with the tweets’ 

daily average scores. The outcome of the sentiments linear regression is represented in 

Figure 9. 

Table 1. Linear Regression Results. 

 

 

 

Figure 9. Linear Regression Results for Tweets Average Polarity. 

The second algorithm the writers used was Polynomial Regression, to fit a non-linear 

model to the data. While modeling and comparing the best-fit curve of various degrees, 

it was noticed that there was a better R2 Score at higher degree, until the stage where it 

began reducing again, as shown in Figure 10 and Figure 11. 
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Figure 10. Polynomial regression with Price vs Google trends. 

 

 

Figure 11. Polynomial regression with Price vs Tweet volume. 

The outcomes of the Bitcoin price prediction based on Google search data and Tweet 

Volume are represented in Table 2. It can be observed that Tweet Volume gave more ac-

curate results than Google Trends, with an overall accuracy of 77.01% instead of 66.66%. 

Table 2. Polynomial Regression results. 

 

What the authors did next, is they applied Recurrent Neural Network and Long Short 

Term Memory on Tweet Volume and Google search data. 70% of the data was used in 

order to train the model and the remaining 30% to test it. Various parameters were used 
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for the two algorithms, so they received different results. The best-performed parameters 

with respect to the accuracy, are presented in Table 3, while Table 4 shows the outcomes of 

Bitcoin price prediction based on Google search data and Tweet Volume using RNN and 

LSTM. 

Table 3. RNN and LSTM parameters used. 

 

 

Table 4. RNN and LSTM results for Google Trends and Tweet Volume. 

 

Moreover, it can be observed that Bitcoin’s predicted price, in both cases, using Google 

Trends, and Tweet Volume, accord with the actual price in the  biggest part of the time 

period, except of some periods with very high prices. This can also be seen in Figure 12 

and Figure 13. 

 

Figure 12. Actual and Price of Bitcoin predicted using Google Trends & RNN. 
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Figure 13. Actual and Price of Bitcoin predicted using Tweet Volume & LSTM. 

Finally, RNN, LSTM and ARIMA models were applied on daily, weekly, monthly and 

annual data using only previous Bitcoin prices. It turned out that Recurrent Neural Net-

work and Long Short Term Memory managed to accurately predict if there would be an 

increase or decrease in price, by 43.78% and 42.98% respectively, with respect to daily 

data. The worst predictions were performed by ARIMA, with an accuracy of 38.02%. 

Table 5 shows the comparison of the three approaches. 

Table 5. Comparison of RNN, LSTM and ARIMA on daily data. 

 

The conclusion that is drawn from this paper is that Tweet Sentiment demonstrated the 

worst results. With the use of the machine learning algorithms – Long Short Term 

Memory, Recurrent Neural Network, Polynomial Regression – on Tweet Volume and 

Google search data, Polynomial Regression performed the best and predicted Bitcoin 

price with an accuracy of 77.01% based on Tweet Volume and 66.66% based on Google 

Trends.  

According to the authors, future research should aim at Wikipedia search data and Face-

book posts and examine how accurate the results will be. Moreover, the collected data 

can be added together to examine the overall accuracy, except of investigating them apart 

from each other. 
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3.3 Sentiment-Based Prediction of Alternative 
Cryptocurrency Price Fluctuations Using Gradi-
ent Boosting Tree Model 

In 2019, Tianyu Ray Li, Anup S. Chamrajnagar, Xander R. Fong and Nicholas R. Rizik 

from the Department of Mathematics of Dartmouth College in Hanover New Hampshire, 

and Feng Fu from the Department of Biomedical Data Science of the Geisel School of 

Medicine at Dartmouth in Lebanon New Hampshire published a paper called “Sentiment-

Based Prediction of Alternative Cryptocurrency Price Fluctuations Using Gradient Boost-

ing Tree Model” [3]. Their goal was to study and build a machine learning model in order 

to predict cryptocurrency price fluctuations. In more details, they were planning to work 

with alternative cryptocurrencies, a.k.a. alt-coins, and gain beneficial knowledge to gen-

erate an attainable arbitrage opportunity for other nascent alt-coins. 

After a thorough research, they decided that ZClassic (ZCL) would be the best fit for their 

study. ZClassic is a private, decentralized, quick, open-source community-driven digital 

currency, which is ready to entrain a major change to Bitcoin Private’s blockchain proto-

col and make previously invalid blocks and transactions valid. This major change is 

known as “hard fork”, and before this, ZClassic gets separated into two, ZClassic and 

Bitcoin Private. Older hardforks contained Bitcoin Cash and Bitcoin Private, and the his-

tory of each implied that ZClassic’s price rises and falls would heavily rely on speculation 

concerning the future prosperity of Bitcoin Private. As a consequence, real-time tweet 

analysis works for measuring investor sentiment after, for instance, a positive information 

about Bitcoin Private. Also, the lower trading rate of ZClassic compared to other alt-coins 

implies that sentiment-based price fluctuations might have a stronger effect on it.  

As for the data collection, RStudio was used, and through the open-sourced rtweet pack-

age the authors gained access to Twitter’s REST and stream APIs. So, they retrieved 

tweets containing the terms “ZClassic”, “ZCL”, and “BTCP”, for a period of 3,5 weeks. 

Moreover, the datasets were joined, and after removing duplicate tweets, the final dataset 

consisted of 130,000 records. 

What the writers did next, was to create an algorithm used for the positive, negative or 

neutral sentiment classification of the tweets by utilizing natural language processing. 

Through Python’s package “Textblob”, every tweet is given a polarity value between -1 

and 1, by examining the important words and phrases of it. If the whole tweet phrase has 

a positive nonzero polarity value, the program considers the sentiment as positive, +1, if 
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negative nonzero, then negative, -1, and if the polarity value is zero, then the program 

scores a sentiment value of 0.  

Attention needed to be paid on retweets, as they might hold new positive or negative 

information. This can lead to the chained network effect and expand the dispersion of the 

original post. In order to avoid this, the authors invented a second sentiment index which 

received a value of -2 for every negative retweet and +2 for every positive one. Now the 

retweets are extra weighted as there was the assumption that they were more trustworthy 

and the investors would pay more attention on them. After that, they also had to sum up 

the weights of all tweets that were repeated, in order to calculate the hourly values of both 

weighted and unweighted sentiment indices and make direct comparisons to ZCL price 

data.  

When it comes to model selection, the authors applied 10-fold cross validation on 589 

data points to identify the ideal model between linear regression, tree model, and support 

vector machine regression. It turned out that Extreme Gradient Boosting Regression per-

formed the best with respect to accuracy levels. Then, 70% of the dataset was used for 

training and the remaining 30% was used for testing the model. 

It is important to highlight that the natural language processing classification algorithm 

performed pretty well and gave remarkably accurate results with regards to correctly rec-

ognizing the sentiment of the tweets. However, the authors decided to extra measure the 

accuracy of their algorithm, by manually classifying 100 random tweets and contrast them 

with their algorithm’s results. In this way, they tried to make certain that they would con-

trol the computer-generated bot tweets - which many times have positive content - even 

though most of them were correctly classified as neutral. The results of the algorithm’s 

versus the manual classification are shown in Table 6. It can be observed that in all three 

cases the algorithm managed to correctly predict the sentiment in more than 50% of the 

tweets, while almost 80% and 0% of the positive and negative ones respectively, were 

effectively characterized as positive. 

Table 6. Validation analysis of algorithm sentiment prediction by manual inspection. 
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Once the sentiment classification algorithms have been put into effect, the authors chose 

to use the following features to train the model: Pure Positive Sentiment, Pure Negative 

Sentiment, Neutral Sentiment, An Unweighted Sentiment Index, A Weighted Sentiment 

Index, and Hourly Trading Volume. These six features provided the highest and most 

accurate overall correlation with the testing data (as presented in Table 7), as they were 

diverse enough and it turned out that they successfully trained the model. 

Table 7. 5-factor correlation coefficients between the chosen feature and the price data, respec-tively. 

 

As regards the testing of the model, the produced results followed the actual price move-

ments to a large extent, with a Pearson correlation of 0.806 and statistical significance at 

p < 0.0001. Although they managed to correctly predict the direction of the price move-

ment, they found out that there is a difference of around $30 between the predicted and 

the actual price, as shown in Figure 14. This can be attributed to the fact that the training 

and testing sets did not contain equal amount of positive, negative and neutral tweets.  

 

Figure 14. Comparison of model prediction and actual price data. Details the model prediction price data 

as compared to the testing real price data. 
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These discrepancies are presented in Table 8. As one may notices, the data that were used 

for training the model, demonstrated a negative trend, hence the model took into account 

more the negative records, than the positive ones. It can also be observed that regarding 

the testing data, there was a decrease of around 3% in the positive records, while there 

was an increase of around 0.5% in the negative records, and around 15% in the average 

hourly tweets. These fluctuations caused the model to produce a little lower predictions 

compared to the actual data. The correlation remained strong, hence the model would 

have achieved better predictions if it was trained also on data with positive trend. 

Table 8. Discrepancies of Twitter sentiments between testing and training data. 

 

The authors of this paper concluded that an Extreme Gradient Boosting Regression Tree 

Model is a good tool for forecasting price changes within the ZClassic cryptocurrency 

market, based on the analysis of Twitter sentiment and trading volume. Their model sug-

gests that twitter is a good source to analyze data and utilize them to get a first idea about 

future price changes in altcoins. They found out that the algorithm’s weak point is to 

correctly classify negative tweets, and this is attributed to the fact that the algorithm is 

not able to recognize sarcasm in the tweets.   

The future challenges that the authors introduced are examining if the predictions could 

be further improved by exploiting Google Search data, Wikipedia queries, or content that 

is being posted on Facebook and Reddit. Also, the prediction’s accuracy might be boosted 

by improving the algorithm so that it recognizes sarcasm in the content of the post. One 

last point they introduced is gathering data for a longer period and using them for testing 

and training the model, as they could only collect data for 3.5 weeks because of Twitter’s 

limitations. 
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4 Implementation 

This chapter is going to present the data that were collected and used, as well as the meth-

odologies that were followed. 

4.1 Data Gathering 

Social media platforms have become a necessary daily tool for the communication among 

millions, or even billions, of users locally and worldwide. Possibly the most used social 

media tool is social networking sites, such as Twitter, Facebook, Tumblr. Most of this 

kind of websites are free and accessible to everyone to be used to express themselves by 

sharing their thoughts and opinions on various topics. This means that people share their 

emotions on social media, that’s why they have become a valuable source of data, avail-

able for social or marketing analyses. [20], [60] 

4.1.1 Tweets Gathering 

Twitter data were collected first with the help of python libraries, as explained below. 

4.1.1.1 Twint Library 

What was first implemented is tweets collection by using Python’s library, Twint. 2.1.21 

version of the library was installed through Jupyter Notebook and used with the following 

configurations in order to retrieve every English tweet that contained either the word 

“bitcoin” or the hashtag “#bitcoin”, and for a specific period of days each time. The data 

were saved as csv files in the working directory. This procedure was repeated for both 

ethereum and dogecoin.  

However, after some period of scrapping, it was observed that it did not perform as ex-

pected  and was not fetching all the tweets of a day, but sometimes it stopped at different 

times, before  the end of the day. Therefore, a combination of Twint and Tweepy librar-

ies was followed for  the remaining time period, in order to maintain higher credibility. 

4.1.1.2 Tweepy Library 

Tweepy 3.10.0 was used along with OAuth 1a authentication in PyCharm 2021.2 (Edu), 

as shown in the figure below. An OAuthHandler instance was created, into which the 



 

-30- 

authentication details were passed. Consumer keys and access tokens are confidential, 

hence they have been blurred for security reasons. 

 

Figure 15. Twitter API authentication using Tweepy OAuth 1a. 

In order to moderate Twitter’s API limitation on the number of requests, two additional 

parameters for the tweepy.API class have been set to True. The first parameter is 

“wait_on_rate_limit”, which defines whether or not to automatically wait for rate limits 

to replenish, while the second one, “wait_on_rate_limit_notify” enables printing a notifi-

cation when Tweepy is waiting for rate limits to replenish [61]. So, the program halts for 

some seconds and then it automatically continues scrapping tweets.  

4.1.2 Tweets Volume 

Twitter’s API offers access to Twitter for tweets extraction with a limited amount of re-

quests, as already mentioned. Besides that, the collected tweets are a random sample of 

all the tweets that have been posted, comprising large datasets, but it does not allow ex-

traction of the number of the total tweets for a specific day.  

Therefore, one good source to scrape tweets volume is www.bitinfocharts.com, which 

provides cryptocurrency statistics for free. In order to extract data from HTML file, Py-

thon library BeautifulSoup was required. The data about tweets volume were retrieved 

from 09-04-2014 until 15-12-2021 for Bitcoin and Dogecoin, and from 16-03-2016 until 

15-12-2021 for Ethereum. 

4.1.3 Data Storing 

Python does also have the ability to connect with MySQL databases using MySQL driver 

called MySQL Connector [62]. After installing and importing mysql-connector 2.2.9 ver-

sion, the database was managed through PHPMyAdmin. The database that was 

http://www.bitinfocharts.com/
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constructed under the name social_media, contained tables with daily tweets retrieved 

with the search word “bitcoin” or “#bitcoin”, “ethereum” or “#ethereum”, and “dogecoin” 

or “#dogecoin”, from the 11th of November 2021 until the 15th of December 2021. The 

tables were manually created by running on phpMyAdmin’s SQL terminal the corre-

sponding query specifying the appropriate columns, each time before the execution of the 

Python code for the tweets extraction. 

Each table then held information about various entities of the content posted on Twitter, 

such as the tweet’s id, text, number of retweets, the name of the user who posted the tweet, 

and more. The structure of the database but also of the table are depicted in Figure 16, Figure 

17, and Figure 18. Finally each table was exported as csv in order to be in the appropirate 

format for further processing. 

 

Figure 16. Screeshot of MySQL database's structure. 

 

Figure 17. Screenshot of the tables' structure. 



 

-32- 

 

 

Figure 18. Screenshot of the tables' structure 

On the other hand, as already mentioned, the storage of the data retrieved with twint was 

simpler, as they were directly exported to csv files. Similarly, the tables contained 

metadata and additional corresponding information about the collected tweets. The same 

applies for tweets volume data, which were saved into csv files for all three cryptocurren-

cies. 

Finally, when the tweets retrieval was completed in the 15th of December, all the csv files 

where merged and formed the final dataset for each cryptocurrency. This was achieved 

through python, by importing the corresponding csv files into variables and concatenating 

these variables with pandas object concat. 

4.1.4 Cryptocurrencies Prices 

There are numerous reliable sources to obtain historical market data of cryptocurrencies 

through Python, with or without the use of crypto APIs. Some of the best sources are 

Alpha Vantage, Pandas DataReader, Yfinance and Cryptocompare, which are easy to use 

with good documentation. Pandas DataReader version 0.10.0 was used, which is a sub-

package of Pandas, and retrieves historical data from the Yahoo Finance API [63]. The 

extracted information refer to: 
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• the High and Low Prices, which are the highest and lowest prices of the day re-

spectively [64],  

• the Open and Close Prices, which are the first and last prices of the day respec-

tively,  

• the Volume, which is the total amount of coins traded in the last 24 hours, and 

• the Adjusted Closing Price, which is the closing price of the day, adjusted for 

splits and dividend and/or capital gain distributions. 

The console output of the cryptocurrencies’ historical data extraction is presented be-

low.  

 

Figure 19. Output of Bitcoin's historical data extraction from Yahoo Finance API. 

4.2 Sentiment Analysis 

After having all the necessary data gathered, the first main task of the project can take 

place, which is the Sentiment Analysis. Essentially, it is a classification problem that aims 

in extracting the public opinion of Twitter users and, based on it, predicting the price of 

Bitcoin, Ethereum and Dogecoin. So, the gathered data get imported, and specifically 

only those columns of the csv files that are needed for the analysis, which are Date and 

Tweet. The console’s output is shown below. 

 

Figure 20. Output of Bitcoin's dataset imported for preprocessing. 
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4.2.1 Text Pre-Processing 

The first and most important task of the analysis, is the pre-processing of the data. Espe-

cially when it comes to unstructured data like text, text pre-processing is even more cru-

cial. The steps that were applied on “Tweets” column are: 

• Remove Duplicate Tweets: some users post the same content more than once for 

various reasons, such as to remind their audience about something or to get atten-

tion. Another reason is that it might be the case that the same tweets got retrieved 

more than once either by accident, or because, twint and tweepy libraries were 

both used for the retrieval during the second half of the period of examination. 

Each tweet needs to count only once, so the duplicates get eliminated. 

• Remove URLs: when users post on social media, they sometimes want to share or 

refer to another website and, since Twitter offers this possibility, they include the 

website’s URL in their tweets. These links need to be cleared from the tweet’s 

text. 

• Remove Emojis: the use of emojis on Twitter improves the tweet’s engagement 

and makes it much more noticeable [65]. They get removed to clean the text from 

any emoticon, symbols and pictographs, transport and map symbols, flags. 

• Remove non-English characters: the project focuses only on English tweets, so 

those that contain also other languages characters will only add noise and need to 

be removed. 

• Remove Mentions and Hashtags: with typing “@username” users can tag each 

other on social media platforms. People that have been mentioned in somebody 

else’s Tweet can see it in their Notifications tab [66]. On the other hand, a hashtag 

– written with a “#” symbol – is used to categorize tweets and appear more easily 

in Twitter search. Clicking or tapping on it, shows other posts containing that 

hashtag [67]. An example of a hashtag could be “#bitcoin”. Since the text that is 

going to be analyzed needs to contain only words that add some information, 

hashtags and mentions need to be removed. 

• Remove Punctuations: symbols such as “@, #, %” and other special characters are 

often used in social media posts and add noise in the dataset, hence they need to 

be removed. 
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• Drop Empty Tweets: after all these steps of preprocessing, there might be tweets 

that come up with empty content. These tweets do not add any value in the anal-

ysis, thus they get deleted. 

After preprocessing, Bitcoin’s dataset ended up containing 4,335,906 rows, Ethereum’s 

1,376,312 rows and Dogecoin’s 845,941 rows. A screenshot of Bitcoin’s dataset after 

preprocessing is shown below. 

 

Figure 21. Output of Bitcoin's dataset after preprocessing. 

Then it was time for sentiment analysis. Two different methods were used, as explained 

below. 

4.2.2 TextBlob 

The first approach used for the sentiment analysis was TextBlob. As already mentioned, 

it is a sentiment analyzer that uses lexicons with already scored words, and returns two 

metrics, Polarity and Subjectivity, defining a negative or positive sentiment, and qualify-

ing the amount of personal opinion respectively [68]. Since the aim was to count the 

general public opinion regardless of personal opinion, only polarity was used. The latest 

version of the library was used, which is 0.17.1 and was released on October 22, 2021 

[69]. 

So, TextBlob calculated the polarity for every tweet and assigned a score from -1 to 1 to 

each one. Based on the scores, the tweets were then classified as Negative for negative 

scores, Positive for positive scores, and Neutral if the score was zero, as presented below. 
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Figure 22. Output of Bitcoin's dataset after TextBlob assigned sentiment scores and classified the tweets. 

 

Figure 23 presents the average sentiment score and type of the tweets in daily basis. 

 

Figure 23. Output of the average sentiment score and type of the tweets in daily basis for Bitcoin using 

TextBlob. 

Afterwards, it would be interesting to see how many positive, negative and neutral tweets 

were posted, so the sentiment types were calculated both totally and in daily basis, as 

shown in Figure 24 and Figure 25. 

 

Figure 24. Output of the total amount of Positive, Negative, and Neutral tweets for Bitcoin, using 

TextBlob. 

 

 

Figure 25. Output of the daily amount of Positive, Negative, and Neutral tweets for Bitcoin, using 

TextBlob. 
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4.2.3 VADER 

In order to conduct a better analysis and be able to compare the findings, one more ap-

proach was used. As explained in the Background chapter, Valence Aware Dictionary for 

sEntiment Reasoning is a model based on lexicons of sentiment-related words and returns 

four scores, the probability a tweet to be positive, negative, neutral, and the compound 

score. The library’s version that was used was again the latest one, 3.6.5, released on 

October 11, 2021 [70]. 

Consequently, VADER processed the tweets’ text and allocated the corresponding scores.  

So, every tweet now has two extra features, the probabilities, and the compound score. 

Since the compound score is essentially the normalized summation of the valence scores, 

this is the most useful metric of sentiment, therefore this will be used for the analysis. 

Following that, the tweets will be classified as Negative, Positive, and Neutral based on 

the compound scores, if they are >= 0.05, or > -0.05 and < 0.05, or <= -0.05, respectively, 

as shown below. 

 

Figure 26. Output of Bitcoin's dataset after VADER assigned sentiment scores and classified the tweets. 

 

Figure 27 presents the average sentiment score and type of the tweets in daily basis. 

 

Figure 27. Output of the average sentiment score and type of the tweets in daily basis for Bitcoin using 

VADER. 
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Similarly to TextBlob, the amount of positive, negative and neutral tweets were calcu-

lated totally, as well as in daily basis, as shown in Figure 28 and Figure 29. 

 

Figure 28. Output of the total amount of Positive, Negative, and Neutral tweets for Bitcoin, using 

VADER. 

 

 

Figure 29. Output of the daily amount of Positive, Negative, and Neutral tweets for Bitcoin, using 

VADER. 

The same procedure was followed also for the other two cryptocurrencies, Ethereum and 

Dogecoin. 

4.3 Correlation 

The main purpose of this project is to examine and find a correlation between the partic-

ular cryptocurrencies and the tweets posted about them. Generally, the aim is to ascertain 

whether the public opinion of social media users has an impact on the price of the cryp-

tocurrencies. Consequently, after the process of sentiment analysis, the next step is to 

examine the tweets in terms of correlation. 

First of all, the csv containing the cryptocurrency’s prices was imported and assigned to 

a variable, which was then merged once with the variable holding TextBlob’s sentiment 

scores, and once with the variable holding VADER’s compound scores. Then, Pearson’s 

Correlation Coefficient was used, as it is recognized as the best indicator of association 

between variables [57]. Python’s module Numpy offers corrcoef() method, which took as 

inputs the sentiment scores and the prices, first for the case of TextBlob and then for 

VADER. The correlation values are shown in Table 9. 
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Table 9. Results of the Correlation Analysis between sentiment scores and cryptocurrencies’ prices for 

TextBlob and VADER. 

Pearson’s Correlation Coefficient 

 TextBlob VADER 

Bitcoin 0.4502 0.6035 

Ethereum -0.427 -0.5699 

Dogecoin 0.2602 0.2038 

 

As it can be observed, VADER’s sentiment scores are more correlated with the crypto-

currencies’ prices of Bitcoin and Ethereum, while the opposite goes for Dogecoin. Text-

Blob provided results that are more correlated with Dogecoin’s prices. Therefore, 

VADER’s sentiment scores are going to be used for building machine learning models 

for Bitcoin’s and Ethereum’s price predictions, while TextBlob’s scores are going to be 

used in Dogecoin’s case. 

4.4 Machine Learning 

At this point, where the sentiment analysis was completed, it is time for the second main 

task of the project, the Machine Learning Approach. The final goal was to build a model  

able to predict the price of the cryptocurrencies of the study. 

4.4.1 Sentiment Score and Tweets Volume as Inputs 

The first attempt was to build a model taking as inputs the sentiment scores and the vol-

ume of the tweets posted in the period from September 15, 2021, until December 15, 

2021, and predicting the cryptocurrency’s average price.  

To start with, the three csv files containing the sentiment scores, the tweets volume, and 

the cryptocurrency’s prices, along with the volume of transactions, were imported and 

assigned to variables, which afterwards were merged. Daily Return was also computed, 

which measures the price’s change as a percentage of the previous day. The final dataset 

consists of six columns, as presented in Figure 30.  



 

-40- 

 

Figure 30. Output of Bitcoin's dataset containing sentiment scores, tweets volume and prices for the 3-

month period. 

Before starting constructing the model, a correlation analysis, as well as a hypothesis test 

were conducted, in order to examine if there is an association between the candidate fea-

tures and the price. From the hypothesis test, it was discovered that the p-value is close 

to 0 in all cases, which means that the correlation between the features and the cryptocur-

rencies’ prices is statistically significant. As it can be observed in the table Table 10, Sen-

timent Score is strongly correlated and Tweets Volume has a medium correlation with 

Bitcoin’s price. When it comes to Ethereum, Tweets Volume has a strong positive corre-

lation with the price, while Sentiment Score has a strong negative correlation, meaning 

that when the sentiment score increases, the price decreases, and vice versa. On the other 

hand, Sentiment Score is weakly correlated with Dogecoin’s price, while Tweets Volume 

and Transactions Volume have a medium correlation. Consequently, Bitcoin’s and 

Ethereum’s models are going to use Sentiment Score and Tweets Volume as inputs, while 

Sentiment Score has to be excluded from Dogecoin’s model, and use Transactions Vol-

ume instead.  

Table 10. Results of the Correlation Analysis between sentiment scores and cryptocurrencies’ prices, and 

tweets volume and cryptocurrencies’ prices. 

 Correlation Coefficient 

Features Bitcoin Ethereum Dogecoin 

Sentiment_Score 0.6 -0.57 0.26 

Tweets_Volume 0.3 0.73 0.37 

Transactions_Volume 0.12 0.01 0.34 

Daily_Return 0.08 0.09 0.2 

 

After discovering the correlations between the features and the price for every cryptocur-

rency, it is time for the machine learning models. For all three cryptocurrencies, three 
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models were built. Firstly, only sentiment scores were used as input, then only tweets 

volume, and finally both features -with the only difference transactions volume instead 

of sentiment score for Dogecoin-. Because of the fact that the values of the features and 

the label were of different ranges, MinMaxScaler was used in order to normalize them 

between 0 and 1. For every model, Linear Regression, XGBoost, Multilayer Perceptron, 

and Support Vector Regression were used to compare their performance. 70% of the data 

were used for training, while the remaining 30% for testing the model. However, the size 

of the dataset (92 records) was not adequate for the model’s training. 

4.4.2 Tweets Volume and Volume of Transactions as Inputs 

Due to the small size of the dataset containing the sentiment scores, an alternative should 

be found and used for training the models. Therefore, the idea was to use tweets volume 

and volume of transactions for a longer period, and particularly since October 15, 2014 

for Bitcoin and Dogecoin, and since April 15, 2016 for Ethereum. 

Like previously, the two csv files containing the tweets volume, and the cryptocurrency’s 

prices, along with the volume of transactions, were imported and assigned to variables, 

which afterwards were merged. The final dataset consists of five columns, as presented 

in Figure 31. 

 

Figure 31. Output of Bitcoin's dataset containing tweets volume, volume of transactions and prices for the 

long period. 

The hypothesis test produced p-values close to 0 for all cases, while the results of the 

correlation analysis are presented in Table 11. 
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Table 11. Results of the Correlation Analysis between tweets volume and cryptocurrencies’ prices, and 

volume of transactions and cryptocurrencies’ prices. 

 Correlation Coefficient 

Features Bitcoin Ethereum Dogecoin 

Tweets_Volume 0.79 0.79 0.55 

Transactions_Volume 0.74 0.65 0.62 

Daily_Return 0.012 0.01 0.024 

 

It can be observed that, for all three cryptocurrencies, Tweets Volume and Transactions 

Volume are strongly correlated with their prices. On the other hand, Daily Return is 

weakly correlated with the cryptocurrencies’ prices, hence it will not be used for training 

the model. 

Consequently, the first model is fed only with tweets volume, the second only with vol-

ume of transactions, and the third with both features. In all three cases the features and 

the label were normalized between 0 and 1, and the dataset was split to 70-30 training-

testing sets.  

4.4.3 Ensemble Model 

The last attempt was to build an Ensemble Model in order to examine if the overall per-

formance could be improved. To achieve this, the three models that had the best perfor-

mance were combined. Then, the ensemble technique used is Weighted Averaging, where 

the models are being assigned weights according to their performance [71]. For instance, 

in the case of Bitcoin, Multilayer Perceptron had the least Mean Absolute Error (MAE) 

so it is given the highest weight, then XGBoost, and finally Support Vector Regression, 

which performed the worst of these three models. Similarly, Multilayer Perceptron, Sup-

port Vector Regression and XGBoost were used for Ethereum’s ensemble model, while 

Support Vector Regression, Multilayer Perceptron and XGBoost were the best-performed 

algorithms for Dogecoin. In order to assign the optimal weights to the algorithms, a trial-

and-error method was followed and various weights have been examined. 
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5 Results 

In this section, the results of the two main tasks of the project are going to be presented. 

In more details, the results of the sentiment analysis for Bitcoin ,Ethereum and Dogecoin, 

as well as those of the best-performed machine learning algorithms. 

5.1 Sentiment Analysis 

To start with, by analyzing 4,335,906 rows for Bitcoin, 1,376,312 rows for Ethereum, and 

845,941 rows for Dogecoin, referring to the period from 15-09-2021 until 15-12-2021, it 

turned out that VADER’s method performed better for Bitcoin and Ethereum, in terms of 

correlation with the cryptocurrencies’ prices, while TextBlob achieved better results for 

Dogecoin. In all three cases, most of the tweets were, neutral, then positive and a smaller 

portion was negative. This can also be seen in Figure 32 for Bitcoin, Figure 33 for 

Ethereum and in Figure 34 for Dogecoin. 

 

Figure 32. Distribution of Positive, Negative, and Neutral tweets for Bitcoin. 
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Figure 33. Distribution of Positive, Negative, and Neutral tweets for Ethereum. 

 

 

Figure 34. Distribution of Positive, Negative, and Neutral tweets for Dogecoin. 

The following graphs present the fluctuations of the sentiment score along with the price 

over time. Figure 35 refers to Bitcoin, Figure 36 to Ethereum, and Figure 37 to Dogecoin 

respectively.  



 

  -45- 

 

Figure 35. Fluctuations of the sentiment score along with the price over time for Bitcoin. 

 

 

Figure 36. Fluctuations of the sentiment score along with the price over time for Ethereum. 
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Figure 37. Fluctuations of the sentiment score along with the price over time for Dogecoin. 

By observing the above graphs, the correlations that were calculated previously are visi-

ble, and especially the negative one of Ethereum’s sentiment score and price. 

The graph below depicts the trajectory of the sentiment scores of all three cryptocurren-

cies during the three months period. 

 

Figure 38. the trajectory of the sentiment scores of all three cryptocurrencies during the three months 

period. 
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It can be noted that there is a correlation between the three lines, as there are similar 

fluctuations in some specific time instants.  

5.2 Machine Learning 

5.2.1 Sentiment Score and Tweets Volume as Inputs 

As described in the previous section, the first attempt was to build a model taking as 

inputs the sentiment scores and the volume of the tweets posted in the period from Sep-

tember 15, 2021, until December 15, 2021, and predicting the cryptocurrency’s average 

price. However, the correlation analysis proved that sentiment score is weakly correlated 

with Dogecoin’s price, so it stayed out of Dogecoin’s model and transactions volume was 

used instead.  

The results for Bitcoin, Ethereum and Dogecoin can be seen in Table 12, Table 13 and 

Table 14 respectively. 
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Table 12. Results of Bitcoin's price prediction by using sentiment score and tweets volume. 

 

Evaluation  

Metrics 

 

Sentiment_Score 

 

Tweets_Volume 

Sentiment_Score 

+  

Tweets_Volume 

 Linear Regression 

R2 19.6% 18.6% 43.4% 

MAE 20.3% 20.8% 17.4% 

MSE 6.2% 6.2% 4.3% 

 XGBoost 

R2 -0.6% -0.6% -0.6% 

MAE 23.9% 23.9% 23.9% 

MSE 7.7% 7.7% 7.7% 

 Multilayer Perceptron 

R2 21.9% 7.5% 28.8% 

MAE 19.4% 22.3% 17.5% 

MSE 6% 7.1% 5.4% 

 Support Vector Regression 

R2 38.9% 19.8% 65.2% 

MAE 17% 20.5% 12.2% 

MSE 4.8% 6.2% 2.7% 
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Table 13. Results of Ethereum's price prediction by using sentiment score and tweets volume. 

 

Evaluation  

Metrics 

 

Sentiment_Score 

 

Tweets_Volume 

Sentiment_Score 

+ 

 Tweets_Volume 

 Linear Regression 

R2 40.6% 15.9% 28.6% 

MAE 17.6% 18.9% 17.4% 

MSE 4.6% 6.5% 5.6% 

 XGBoost 

R2 -1.7% -1.7% -1.7% 

MAE 24.5% 24.5% 24.5% 

MSE 7.9% 7.9% 7.9% 

 Multilayer Perceptron 

R2 21.1% 46.8% 64.5% 

MAE 18.3% 14.8% 12.2% 

MSE 6.1% 4.1% 2.8% 

 Support Vector Regression 

R2 46.9% 63.7% 78.4% 

MAE 15.3% 12.7% 10% 

MSE 4.1% 2.8% 1.7% 
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Table 14. Results of Dogecoin's price prediction by using sentiment score and tweets volume. 

Evaluation  

Metrics 

 

Tweets_Volume 

 

Transactions_Vol-

ume 

Tweets_Volume 

+ 

Transactions_Vol-

ume 

 Linear Regression 

R2 19.8% 18.7% 21.3% 

MAE 14.7% 15.3% 14.7% 

MSE 3.9% 4% 3.8% 

 XGBoost 

R2 -2.2% -2.2% -2.2% 

MAE 17% 17% 17% 

MSE 5% 5% 5% 

 Multilayer Perceptron 

R2 7% -37.5% 16.4% 

MAE 15.9% 20.3% 14.7% 

MSE 4.5% 6.7% 4.1% 

 Support Vector Regression 

R2 29.6% 21.6% 41.7% 

MAE 15.4% 16.5% 14.1% 

MSE 4% 4.5% 3.3% 

 

By observing the above tables, it can be deduced that, generally, the algorithms perform 

better when the models take as inputs both features. The best performance for all three 

cryptocurrencies was achieved with Support Vector Regression, where the data fit the 

model by 65.2 %, 78.4% and 41.7% respectively. These results have been produced after 

setting random_state parameter to 42 when splitting the data, as the algorithms generated 

diverse results after every run. This can be attributed to the small size of the dataset (92 

records), which was not adequate for the model’s training. 
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5.2.2 Tweets Volume and Volume of Transactions as Inputs 

The second attempt was to use tweets volume and volume of transactions for training the 

models, as an alternative to the first attempt because of the small dataset containing the 

sentiment scores. The datasets refer to the period from October 15, 2014 until December 

15, 2021 for Bitcoin and Dogecoin, and from April 15, 2016 until December 15, 2021 for 

Ethereum. 

Table 15, Table 16 and Table 17 present the performance of the algorithms of the three 

models for Bitcoin, Ethereum and Dogecoin respectively. 

Table 15. Results of Bitcoin's price prediction by using tweets volume and volume of transactions. 

 

Evaluation  

Metrics 

 

Tweets_Volume 

 

Transactions_Vol-

ume 

Tweets_Volume  

+ 

Transactions_Vol-

ume 

 Linear Regression 

R2 65.6% 60.7% 79.4% 

MAE 10% 8.8% 6.4% 

MSE 1.9% 2.2% 1.2% 

 XGBoost 

R2 73.8% 63.8% 85.3% 

MAE 8.3% 7.9% 5.3% 

MSE 1.5% 2% 0.8% 

 Multilayer Perceptron 

R2 74.8% 64.4% 91.5% 

MAE 8.5% 8.1% 3.7% 

MSE 1.4% 2% 0.5% 

 Support Vector Regression 

R2 68.7% 53.9% 84.3% 

MAE 9% 11.1% 7.1% 

MSE 1.7% 2.4% 0.8% 
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Table 16. Results of Ethereum's price prediction by using tweets volume and volume of transactions. 

 

Evaluation  

Metrics 

 

Tweets_Volume 

 

Transactions_Vol-

ume 

Tweets_Volume  

+ 

Transactions_Vol-

ume 

 Linear Regression 

R2 63.5% 36.5% 74.2% 

MAE 8.5% 10.7% 7.2% 

MSE 1.7% 3% 1.2% 

 XGBoost 

R2 64.9% 47.6% 76.9% 

MAE 7.8% 8.9% 5.9% 

MSE 1.7% 2.5% 1.1% 

 Multilayer Perceptron 

R2 67.9% 45.5% 93.3% 

MAE 7.7% 8.5% 3% 

MSE 1.5% 2.6% 0.3% 

 Support Vector Regression 

R2 60.6% 43.7% 85.8% 

MAE 10% 11.2% 6.9% 

MSE 1.8% 2.6% 0.7% 
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Table 17. Results of Dogecoin's price prediction by using tweets volume and volume of transactions. 

 

Evaluation  

Metrics 

 

Tweets_Volume 

 

Transactions_Vol-

ume 

Tweets_Volume  

+ 

Transactions_Vol-

ume 

 Linear Regression 

R2 41.3% 31.5% 31.5% 

MAE 5.6% 5% 5% 

MSE 1% 1.2% 1.2% 

 XGBoost 

R2 78.8% 78.8% 80.2% 

MAE 2.1% 2.3% 2.1% 

MSE 0.4% 0.4% 0.4% 

 Multilayer Perceptron 

R2 75.9% 78.5% 80.1% 

MAE 3.2% 2.5% 2.1% 

MSE 0.4% 0.4% 0.4% 

 Support Vector Regression 

R2 79.8% 76% 83.6% 

MAE 2.2% 3.8% 3.4% 

MSE 0.3% 0.4% 0.3% 

 

As in the previous case where sentiment score and tweets volume were used as inputs, 

the algorithms perform better in all terms of R2, Mean Absolute Error, and Mean Squared 

Error, when both tweets volume and transactions volume are considered as inputs for the 

models,.  

The best performance for Bitcoin and Ethereum was achieved with Multilayer Percep-

tron, where the data fit the model by 91.5% and 93.3% respectively, while for Dogecoin 

it was achieved with Support Vector Regression with 83.6% R2 score. 
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5.2.3 Ensemble Model 

Finally, an attempt to improve the overall performance was made with the help of ensem-

ble modeling and weighted averaging. Table 18 presents various weights that have been 

tried along with the results they produced for Bitcoin, Table 19 for Ethereum, and Table 

20 for Dogecoin respectively. 

Table 18. Ensemble model results of Bitcoin's price prediction. 

 Weights R2 MAE MSE 

MLP 0.56  

91.1% 

 

4.3% 

 

0.5% XGBoost 0.35 

SVR 0.14 

MLP 0.6  

90.9% 

 

4.2% 

 

0.5% XGBoost 0.41 

SVR 0.09 

MLP 0.77  

91.4% 

 

3.8% 

 

0.5% XGBoost 0.26 

SVR 0.01 
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Table 19. Ensemble model results of Ethereum's price prediction. 

 Weights R2 MAE MSE 

MLP 0.5  

90.3% 

 

4.2% 

 

0.5% XGBoost 0.45 

SVR 0.1 

MLP 0.8  

91% 

 

3.7% 

 

0.4% XGBoost 0.3 

SVR 0.01 

MLP 0.73  

92.7% 

 

3.4% 

 

0.3% XGBoost 0.16 

SVR 0.1 

 

Table 20. Ensemble model results of Dogecoin's price prediction. 

 Weights R2 MAE MSE 

MLP 0.14  

80.1% 

 

1.9% 

 

0.4% XGBoost 0.15 

SVR 0.56 

MLP 0.16  

80.6% 

 

1.9% 

 

0.3% XGBoost 0.1 

SVR 0.79 

MLP 0.13  

81.7% 

 

1.9% 

 

0.3% XGBoost 0.31 

SVR 0.6 

 

From the above tables, it can be observed that when it comes to Bitcoin and Ethereum, 

the ensemble model had a worse performance, while in the case of Dogecoin, it performed 

better, as it reduced the Mean Absolute error by 1.5%. 
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5.2.4 Forecasting 

Out of the three attempts, the model with the optimal performance was the one taking as 

input tweets volume and transactions volume for all three cryptocurrencies. In particular, 

Table 21 shows the evaluation metrics of the algorithms that performed the best. 

Table 21. Evaluation metrics of the algorithms that performed the best. 

Algorithms Evaluation Metrics 

 R2 MAE MSE 

Bitcoin 

Multilayer Perceptron 

 

91.5% 

 

3.7% 

 

0.5% 

Ethereum 

Multilayer Perceptron 

 

93.3% 

 

3% 

 

0.3% 

Dogecoin 

Support Vector Regression 

 

83.6% 

 

3.4% 

 

0.3% 

 

To take a closer look, for instance, 93.3% R2 means that 93.3% of the price records can 

be explained by the model, while 3% Mean Absolute Error means that the absolute dis-

tance between the real and the predicted data is 3%, and 0.3% Mean Squared Error means 

that the squared average distance between the real and the predicted data is 0.3% [53]. To 

have a better understanding, Table 22 presents a comparison between some of the actual 

and predicted values that the aforementioned algorithms achieved, for Bitcoin, Ethereum, 

and Dogecoin respectively. 
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Table 22. Comparison between actual and predicted values for Bitcoin, Ethereum, and Dogecoin. 

Bitcoin 

Actual: 5,934.3 Predicted: 5,460.8 

Actual: 10,107.99 Predicted: 10,330.55 

Actual: 45,513.36 Predicted: 45,492.9 

Ethereum 

Actual: 149.77 Predicted: 166.06 

Actual: 260.8 Predicted: 262.37 

Actual: 2,660.78 Predicted: 2,737.81 

Dogecoin 

Actual: 0.0172 Predicted: 0.1563 

Actual: 0.1111 Predicted: 0.0958 

Actual: 0.2786 Predicted: 0.2079 
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6 Testing and Evaluation 

This chapter consists of two parts. The first part is the testing, and it is very important as 

it ensures that the code for all tasks -Data Gathering, Sentiment Analysis, Machine Learn-

ing- work properly and without any malfunctions. One the other hand, the second part is 

the evaluation of the project, which is equally important, assessing if the techniques that 

were used can provide reliable results [20]. 

6.1 Testing 

For the purpose of testing the written code, all the necessary actions were performed in 

Data Gathering, Sentiment Analysis, and Machine Learning python code.  

To start with, for Data Gathering, various requests were made before starting collecting 

the data needed for the project, to ensure that the retrieved tweets comply to the search 

words and the time period that were specified. It turned out that for some requests, the 

collected data did not refer to the whole period, but the retrieval stopped somewhere in 

between. That is why it was decided to also use a second method, utilizing tweepy library 

and Twitter API, as analyzed in previous chapter. It seems that neither this way collected 

all the existing tweets for the whole specified time period, but at least the combination of 

the two methods gathered an adequate amount of tweets. 

Moreover, in order to test the sentiment analysis’ code, the code was executed multiple 

times to check its consistency, a sample was examined if the tweets were correctly clas-

sified as positive, negative, and neutral, and the csv files were checked if they are struc-

tured as expected. It was found that a small portion of the tweets were misclassified be-

cause of the fact that their content was sarcastic and the sentiment analyzers were not able 

to recognize that. 

As regards the machine learning code, it was executed multiple times in order to ensure 

that there is not any malfunction. 

6.2 Evaluation 

The purpose of the project was to predict cryptocurrencies’ prices. In a regression prob-

lem like this, the aim is not to predict the values exactly (this is practically difficult), but 

to make as closer predictions to the actual values as possible. Hence, in order to evaluate 
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the results of this prediction project, the best way is to make a comparison between the 

actual and the predicted data, and take into account the error metrics. A part of the com-

parison can be seen in Table 22 of the previous chapter. The error metrics that refer to 

these results are the following: 

• 0.5% MSE and 3.7% MAE for Bitcoin. 

• 0.3% MSE and 3% MAE for Ethereum. 

• 0.3% MSE and 3.4% MAE for Dogecoin. 

The lower the errors, the better the performance of the regression problem. MSE and 

MAE equal to 0 indicate an ideal model. The aforementioned error metrics are close to 0, 

so it can be concluded that the predictions were carried out well. 
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7 Conclusions 

7.1 Summary 

This dissertation dealt with the problem of predicting cryptocurrency prices using social 

media data, and specifically prices of Bitcoin, Ethereum, and Dogecoin by using Twitter 

data. After receiving the first results, it came to light that three-months Twitter data were 

not enough to achieve accurate results, and sentiment score was not useful in the case of 

Dogecoin. Therefore, an alternative had to be found in order to reach the target. Based on 

a correlation analysis, the alternative was to use the tweets volume and the transactions 

volume for a longer period, since October 15, 2014 for Bitcoin and Dogecoin, and since 

April 15, 2016 for Ethereum. 

The practical part of the project started with Data Gathering. Both Twint and Tweepy are 

excellent open-source libraries for Twitter data extraction. One would say that twint is 

simpler to use, without applying for developer access and by overcoming Twitter’s limi-

tations on the number of tweets, but with consistency as a trade-off. On the other side of 

the coin, tweepy requires some more steps, but achieves more trustworthy results. Fur-

thermore, it comes with good documentation and is closely related to Twitter API with 

its great documentation, hence it is much easier to understand and learn. However, both 

methods of collecting tweets produced the final datasets consisted of 15,639,318 rows for 

Bitcoin, 4,955,384 rows for Ethereum, and 3,483,494 rows for Dogecoin. 

When it comes to Data Storing, MySQL, one of the most well-liked databases worldwide, 

proved to be a good choice for storing Twitter data extracted with twint. It was used only 

for storing and not for managing or processing the data, so a positive conclusion only for 

some of its advantages has been drawn, which are reliability, compatibility, speed, and 

ease of use. 

During the Sentiment Analysis, TextBlob and VADER techniques assigned scores to all 

tweets. The first sentiment analyzer proved more useful for Dogecoin, while the second 

one for the other two cryptocurrencies, based on the correlation analysis between the sen-

timent scores of each analyzer, and the cryptocurrencies’ prices. 

As, for the Machine Learning task, the best results were produced by Multilayer Percep-

tron algorithm for Bitcoin and Ethereum by taking as inputs the tweets volume and trans-

actions volume, while Support Vector Regression performed the best for Dogecoin with 
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the same inputs. The algorithms achieved really good predictions with 91.5% R2 for 

Bitcoin, 93.3% for Ethereum, and 83.6% for Dogecoin. For a clearer and better evaluation 

of a regression model, however, the error metrics need to be considered, which are 3.7% 

MAE and 0.5% MSE for Bitcoin, 3% MAE and 0.3% MSE for Ethereum, and 3.4% MAE 

and 0.3% MSE for Dogecoin. 

Overall, it can be said that gathering and mining Twitter data and analyzing them 

properly, can lead to really valuable conclusions about cryptocurrencies’ prices. Also, 

collecting the appropriate data for an adequate time period can accomplish really good 

price predictions. However, there are various external factors that affect the price of a 

cryptocurrency, which always need to be taken into account. Moreover, Python is a great 

tool for the purpose of this project, offering a variety of useful libraries with great docu-

mentation. 

Everything considered, this dissertation has shown that utilizing the appropriate data can  

lead to pretty accurate predictions for Bitcoin, Ethereum and Dogecoin prices. Social me-

dia data can uncover really valuable information and have high potentials in many fields. 

7.2 Limitations 

Since the data for the sentiment analysis were collected from Twitter, the biggest limita-

tions that were encountered, are those that the social media platform establishes. Firstly, 

the fact that tweets older than 7 days could not be extracted, and secondly, that for some 

requests, not all tweets for a specified time period were retrieved. This is for both twint 

and tweepy libraries. 

7.3 Further Research 

Predicting with social media data is a topic with great potential. First of all and most 

important, researchers are encouraged to collect Twitter data for a longer period, so that 

they will end up having an adequate dataset for predictions based on the sentiment scores. 

As for the sentiment analysis, various other techniques could be used, such as other sen-

timent analyzers, or even better, to manually classify a sample of tweets, and let this clas-

sifier assign scores to the remaining data. By doing this, some tweets, and especially those 

with sarcastic content, might get classified more accurately. Moreover, regarding the ma-

chine learning part, more predicting algorithms could be tried, such as Neural Networks, 

which in the literature were used a lot. Lastly, as two theoretical tasks, what could also 



 

-62- 

be examined is the time lag between the announcement of an event or some news that 

affected the cryptocurrency, and the change of its price. The second task could be to in-

vestigate what affected the similar fluctuations in the sentiment scores for all three cryp-

tocurrencies, which was not examined due to lack of time. It would be really interesting 

to extract some valuable information and upgrade this project. 
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